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Abstract. For the problem that pedestrian features can not be sufficiently
extracted in person re-identification, a person re-identification model based on
attention mechanism is proposed. Firstly, pedestrian features are extracted using
a hybrid network combining Transformer's core multi-headed self-attention
module with the convolutional neural network ResNet50-IBN-a; Secondly, an
self attention mechanism is embedded to make the model of this paper more
focused on the key information in the pedestrian foreground; Finally, fusing the
mid-level and high-level features in the model can avoid some discriminative
features loss. The experimental results show that the provide model achieves
94.8% Rank-1 and 84.5% Rank-1 on the Market1501 dataset and the
DukeMTMC-relD dataset, while mAP achieves 84.9% and 65.9%.The model in
this paper compares well with some of the existing person re-identification
models on all the three main datasets mentioned above.

Keywords: Self-Attention, Person RelD, Feature fusion, CNN, Pedestrian
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1 Introduction

Recently, because of society and the progress of artificial intelligence and the
continuous increase in the flow of people in many public places, the safety hazards
and crime investigation applications in public places are also becoming more and
more widespread. Therefore, the popularization of intelligent monitoring equipment,
which has resulted in a huge amount of surveillance video data.In order to use
surveillance video data to keep people safe and improve people’s quality of life, more
efficient technologies is needed to process it. Person Re-identification is increasingly
important in intelligent security surveillance systems, suspect tracking, intelligent
people finding, etc., and is gradually becoming an important tool for maintaining
public safety and social stability[1].

The rapid development of deep learning algorithms and convolutional neural
networks and the improvement of computing hardware, especially the arithmetic
power of graphics processing units (GPU), have enabled the use of deep learning
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methods for image-based person re-identification. Unlike traditional methods, deep
learning-based person re-identification methods integrate the image feature extraction
module and the metric learning comparison similarity module in a single model,
which greatly increases the efficiency. There are still obstacles to be solved for the
practical application of person re-identification, including large variations in light
intensity under different cameras, inconsistent image resolution due to the distance of
the captured pedestrians, and the fact that pedestrians may also be obscured by other
objects such as vehicles and umbrellas.

Most current research works related to person re-identification combine global and
local branches trained together to extract features from pedestrian images. However,
local features often require additional models such as human pose estimation[2] or
human semantic masks[3] to locate pedestrians in the images. The additional models
not only increase the complexity of the model, but also the inaccurate localization will
directly affect the later work. Therefore, this paper obtained effective results by only
applying the global branch, including multiple attention mechanisms and feature
fusion methods to extract features.

2 Method for Person RelD

2.1 Self-Attention Mechanism

The attention mechanism is used to extract representation learning to solve image
misalignment problems because of its property of enhancing important features and
suppressing irrelevant features. Yang et al.[4] proposed a combination of spatial
attention and channel attention is proposed to learn to capture features that distinguish
between the overall pedestrian image and the pedestrian part image. In addition, an
interactive attention module was designed to enable the network to learn optimal
weights adaptively. Li et al.[5] found that the existing methods are insufficient for soft
attention. So they combined hard and soft attention mechanisms to learn important
features at the region level and pixel level to solve the problem of large disparity
between different graph phases of the same pedestrian, and also proposed a cross-
attention interaction learning mechanism to learn global features and local features
efficiently and jointly.

In this paper, the Multi-Head Self-Attention (MHSA) module in Transformer is
applied to person re-identification, which can improve the performance of person
reidentification by applying Multi-Head Self-Attention to replace the 3 x 3
convolution in the residual blocks of the baseline model Conv4 x and Conv5 x for
person reidentification.

2.2 Feature Fusion Module

Convolutional neural network in the extraction of features, it is carried out one by one
according to the residual block, and the output feature of the last residual block as a
discriminator, but the final extracted features are the high-level features of



pedestrians, pedestrians have the recognition of intermediate features are ignored,
which has a certain impact on the recognition rate of person re-identification carried
out afterwards, so the fusion of mid-level features and high-level features can make
up for the shortage between.

When extracting pedestrian features, the output features of Conv3 x are 32 x 16 x
512, the output features of Conv4 x are 16 x 8 x 1024, and the output features of
Conv5_x are 8 x 4 x 2048,In order to make the feature maps output by Conv3 x to
Conv5_x uniform and achieve the fusion of features from multiple scales, the feature
maps output by Conv3 x and Conv4 x in Figure 1 are downsampled using the
maximum pooling operation.

2.3 Proposed Architecture

The general framework of person re-identification based on attention mechanism
proposed in this paper is shown in Fig.1. There are mainly baseline networks, multi-
head self-attention module[6], efficient channel attention module[7], and feature
fusion module. In the first step pedestrian images is extracted features through the
ResNet50-IBN-a[8] baseline network, where the 3 x 3 convolutional modules in the
Conv4 x and Conv5 x residual blocks are replaced with multi-head attention
modules, while channel attention modules are accessed after each residual block from
Convl x to Conv5_x. The feature fusion module fuses the features of the last three
residual blocks, where the output features of the Conv3 x and Conv4 x residual
blocks are downsampled by maximum pooling so that they can be better fused with
the output features of the Conv5_x residual block. The second step combines multiple
losses such as triplet loss and cross-entropy loss for loss optimization.
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Fig. 1. General framework of Self-Attention and Feature Fusion Mechanism Network .



3 Experimental Results

To evaluate the validity of the experimental model, it was evaluated on top of three
publicly available datasets, including two full-body pedestrian datasets Market-
1501[9] and DukeMTMC-reID[10].

In this paper, we use the two most commonly used evaluation metrics for person re-
identification, Rank-n accuracy and Mean Average Precision (mAP). Rank-n reflects
the probability that the top n images with matching values among the pedestrian
images to be selected are the pedestrians to be queried, and mAP integrates accuracy
and recall, which can reflect the degree to which the query images are at the top of the
image The mAP reflects the degree to which all correct images in the library are at the
top of the retrieved list.

Table 1. Table captions should be placed above the tables.

Market1501 DukeMTMC-RelD
Models mAP(%) Rank-1(%) mAP(%) Rank-1(%)
SCPNet[11] 75.2 91.2 62.6 80.3
DCNN[12] 82.7 90.2 78.0 81.0
CGEA[13] 84.9 94.2 75.6 86.9
AlignedRelD 79.1 91.8 69.7 82.1
++14]
Our Method 82.4 94.8 65.9 84.5

Fig. 2. The test results using our proposed method.

In Table 1, the CGEA model using graph neural network and cross-plot embedding
alignment layer to jointly learn each person key point region and embed topological
information achieves good results on both Market1501 dataset and DukeMTMC-relD
dataset, but our model has low computational complexity and a simple structure. In
the Market1501 dataset, our model improves 7.2% and 3.6%, respectively, compared
to the SCPNet model Rank-1 and mAP. In the DukeMTMC-RelID dataset, the



algorithm of this paper improves 3.3% and 4.2%, respectively, compared with the
SCPNet model Rank-1 and mAP. The results show that the model in our paper can
extract pedestrian features relatively well. Fig. 2 shows a rendering of the retrieval
results on the dataset using the method proposed in this article. The first image of
each row in the figure is the image that needs to be queried in the query set. The
following ten pedestrian images are the sorting results obtained from the candidate
set. The pedestrians marked with red borders in the figure represent those who match
incorrectly. Due to explain the validity of each module added, ablation experiments
were done for this purpose, and all the ablation experiments in this paper were tested
with the Market1501 dataset as an example. In table 2, Baseline is the ResNet50-IBN-
a network, and SAM is the Self-Attention Mechanism. Combining self attention
mechanism and feature fusion for re-identification, both Rank-1 and mAP values
gradually increase based on the baseline network.

Table 2. Experimental results of different block.

Market1501 DukeMTMC-RelD
Models
mAP(%) Rank-1(%)
Baseline 71.7 82.4
Baseline + SAM 76.3 89.6
Baseline + SAM + Feature Fusion 81.5 92.7

4 Conclusions

We provide this person re-identification model based on the attention mechanism,
firstly, we consider that the visual Transformer has better results in the field of image
processing compared with the traditional convolutional neural network, but using pure
Transformer will add a large number of parameters and lead to a significant increase
in computation, thus we use the core multi-head self-attention mechanism in
Transformer and convolutional neural network. Secondly, a simple and effective
channel attention mechanism is added to focus the model of this paper more on the
important parts of the pedestrian's foreground. Finally, fusing the mid-level and
highlevel features in the model avoids the loss of some distinguishing features.
Experimental results on three major datasets, Market-1501 and DukeMTMC-relD,
show that the performance of the proposed method is improved, and the performance
metrics exceed many existing person re-identification models.
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